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Abstract—Applications based upon the Cactus Framework have been used for benchmarking for machine procurement and testing, for understanding performance characteristics, and for profiling and optimization studies for many years. Cactus is an open source problem solving environment designed for scientists and engineers with a modular structure which easily enables parallel computation across different architectures and collaborative code development between different groups. It has been developed and used over many years by a large international collaboration of physicists and computational scientists and is now used by a diverse set of applications including numerical relativity, quantum gravity, environmental modeling and computational fluid dynamics.

This paper describes a Cactus benchmark, named BSSN_PUGH, based on the kernel of a numerical relativity application. The significance and profile of BSSN_PUGH is described, along with performance and scaling results with various architectures.

The BSSN_PUGH benchmark is distributed under an open source consistent with the GNU general public license, is extremely portable and can be used on a wide range of architectures and environments, and if fully documented on the Cactus web pages.

I. INTRODUCTION

Computer based simulation is vital for modern scientific and engineering research and development. These simulation codes can use large amounts of memory and disk space and require many days or weeks to run. Developing software to meet these demands is challenging — algorithms must scale to large numbers of processors or cores, efficiency is crucial with simulations running for days and weeks, highly optimized I/O is needed to handle the terabytes of data which must be written to disk, and the software must be well written and highly portable to handle new architectures. Flexibility, stability, portability, and ease-of-use are crucial features.

To reduce the development time for creating simulation codes and encourage code reuse, researchers have created computational frameworks such as the Cactus Framework [1], [2]. Such modular component-based frameworks allow scientists and engineers to develop their own application modules and use them in conjunction with existing modules to solve computational problems. Cactus provides tools ranging from basic computational building blocks to complete toolkits that can be used to solve a range of application problems. Cactus runs on a wide range of hardware ranging from desktop PC’s, large supercomputers, to ‘grid’ environments. The Cactus Framework and core toolkits are distributed with an open source license from the Cactus website [1], are fully documented, and are maintained by active developer and user communities.

This paper describes the Cactus Framework and how scientific application codes developed within Cactus are being used for a range of benchmarking related activities. One specific benchmark, BSSN_PUGH, is described along with details about results for the benchmark with different architectures and with various numbers of processors. This paper compliments the BSSN_PUGH benchmark webpage [3], which contains complete information about obtaining, compiling, and running the benchmark, along with analysis of current results.

II. CACTUS

The Cactus Framework consists of a central part (“flesh”) and components (“thorns”). The flesh has minimal computational functionality and serves as a module manager, coordinating the flow of data between the different components to perform specific tasks. The components or “thorns” perform tasks ranging from setting up a computational grid, decomposing the grid for parallel processing, setting up coordinate systems, boundary and initial conditions, communication of data from one processor to another, solving partial differential equations, to input and output and streaming of visualization data. One standard set of thorns is distributed as the Cactus Computational Toolkit to provide basic functionality for computational science [4].

Cactus was originally designed for scientists and engineers to collaboratively develop large-scale, parallel scientific codes which would be run on laptops and workstations (for development) and large supercomputers (for production runs). Cactus provides the basic parallel framework supporting several different codes in the numerical relativity community used for modeling black holes, neutron and boson stars and gravitational
waves. This has lead to over 150 scientific publications in numerical relativity which have used Cactus and the establishment of a Cactus Einstein Toolkit of shared community thorns. Other fields of science and engineering are also using the Cactus Framework, including Quantum Gravity, Computation Fluid Dynamics, Computational Biology, Coastal Modeling, Applied Mathematics etc, and in some of these areas community toolkits and shared domain specific tools and interfaces are emerging.

Cactus provides a range of advanced development and runtime tools including; an HTTPD thorn that incorporates a web server into the simulation allowing for realtime monitoring and steering through any web interface; a general timer infrastructure for users to easily profile and optimize their codes; visualization readers and writers for scientific visualization packages; and interfaces to Grid Application Toolkits for developing new scientific scenarios taking advantage of distributed computing resources.

Cactus is highly portable. Its build system detects differences in machine architecture and compiler features, using automatic detection where possible and a database of known information where auto-detection is impractical — e.g. which libraries are necessary to link Fortran and C code together. Cactus runs on all variants of the Unix operating system and on the Windows platform Codes written using Cactus have been run on some of the fastest computers in the world, such as the Japanese Earth Simulator and the IBM Bluegene/L.

Cactus has generally been used for calculations based upon explicit finite difference methods. Each simulation routine is called with a block of data — e.g. in a 3-dimensional simulation the routine is passed a cuboid, in a 2-dimensional simulation a rectangle — and integrates the data in this block forward in time. In a single processor simulation the block would consist of all the data for the whole of the simulation domain, however in a multi-processor simulation the domain is decomposed into smaller subdomains and each processor computes the block of data from a subdomain. In a finite difference calculation the main form of communication between these subdomains is on the boundaries, and this is done by *ghost-zone exchange* whereby each subdomain’s data-block is enlarged by the nearest boundary data from neighbouring blocks — so called *ghost-zones*; the data from these ghost-zones is then exchanged once per iteration of the simulation.

Parallelisation and over all flow of control is controlled by a specific component, called the *driver*. There are many drivers available for Cactus; the **BSSN_PUGH** benchmark described here makes use of the PUGH driver which has been shown to scale to many thousands of processors [5]. PUGH uses the standard Message Passing Interface (MPI) [6] for the ghost-zone exchange.

---

**III. CACTUS BENCHMARKING AND PROFILING**

Cactus was designed for application communities solving large scale computational problems using large supercomputers. One such user community are numerical relativists solving Einstein’s equations for gravity to investigate the physics of black holes and neutron stars (Fig. 1). Such problems require machines with extreme performance and memory; scientists typically have access to several machines provided by supercomputing centres around the world and are involved in procurement exercises to specify and purchase new machines.

This need has led to a sustained effort using Cactus for optimization and benchmarking studies [7], and in particular Cactus applications have been used for performance measurements to evaluate new and existing computer architectures [8], [9], [10], [11], [12], storage architectures [13], petascale (or “leadership-class”) computing platforms [14], [5]. Cactus is used for prototype examples in investigating and understanding general application classification and performance [15], e.g. Cactus illustrates the structured grid “dwarf” in the Berkeley view of the future of high performance computing [16].

Cactus was recently benchmarked on the IBM BlueGene/L at IBM’s TJ Research Center and showed excellent scaling, for the benchmark discussed in this paper, to over 32,000 processors (see Fig. 2).

Cactus benchmarks include
- **BSSN_PUGH**: The focus of this paper, this benchmark is an application of a numerical relativity code using finite differencing on a uniform structured grid. It uses the CactusEinstein infrastructure to evolve a vacuum spacetime, using the BSSN [17], [18] for-
mulation of the Einstein equations. It employs finite differencing in space, an explicit time integration method. MPI is used for message passing.

- **BSSN_Carpet**: This benchmark is similar to **BSSN_PUGH** but instead of a uniform structured grid it uses the Carpet driver [19], [20] to provide mesh refinement. MPI is used for message passing.
- **Whisky_Carpet**: This benchmark is relativistic hydrodynamics code with mesh refinement. It is similar to **BSSN_Carpet**, but it solves the relativistic Euler equations in addition to the Einstein equations. This requires more memory and more floating point operations per grid point. The relativistic Euler equations are implemented in the Whisky code [21].
- **IO_HDF5**, **IO_FlexIO**: These measure the speed of writing simulation data to disk using the HDF5 I/O method and IOFlexIO I/O method respectively from Cactus. In the default configuration, each processor writes 352 MBytes to disk.
- **Bench_ADM**: A historical benchmark that has been replaced by **BSSN_PUGH**. This benchmark uses a different numerical formulation of the equations of general relativity (ADM) which is not predominately used today, although there is much similarity in the two kernels. The **Bench_ADM** benchmark forms part of the SPEC CPU2006 [22] benchmark (under the name CactusADM). The Cactus web pages include many results from **Bench_ADM**.

### IV. BSSN_PUGH Benchmark

The **BSSN_PUGH** benchmark is based on the kernel of the Cactus numerical relativity code which solves Einstein equations in vacuum, using the BSSN formulation [17], [18]. This formulation of the Einstein equations consists of 25 nonlinear, coupled, hyperbolic, partial differential equations. Although numerical formulations of these equations can involve solving four coupled elliptic constraints, **BSSN_PUGH** uses a “free” evolution where the constraints are not imposed during time evolution, and no elliptic equations are solved. The BSSN equations are discretised with fourth order accurate finite differences\(^1\) on a uniform grid, and integrated using an explicit third order accurate Runge-Kutta time integrator.

A typical unigrid black hole simulation requires grid sizes of approximately 600\(^3\) grid points and 1200 time steps. (These requirements can be reduced by using mesh refinement or similar methods [19]). A realistic black hole simulation also includes additional analysis thorns which are not part of this benchmark, e.g. to locate black hole horizons, compute emitted gravitational waveforms, result output, and periodic checkpoints. These additional analysis modules and IO make a substantial contribution to the total runtime.

\(^1\)This requires two ghost-zones to be communicated from each face as described earlier.

Fig. 2. Scaling efficiency of the **BSSN_PUGH** benchmark on the BlueGene/L architecture. The benchmark size was reduced to 50 \(\times\) 50 \(\times\) 50 to fit the available memory of the processors. **BSSN_PUGH** scales well up to 32768 processors without loss of efficiency.

The **BSSN_PUGH** benchmark is distributed in two configurations, with three-dimensional grids of size (i) 80 \(\times\) 80 \(\times\) 80 (with 80 time-step iterations) and (ii) 100 \(\times\) 100 \(\times\) 100 (with 40 time-step iterations). These configurations use around 400 MB and 800 MB of main memory per CPU, and consume approximately 512 GFlop and 508 GFlop, respectively. On machines where memory is a restriction (for example the BlueGene/L for which results are shown in Fig. 2), it is necessary to decrease the size of the problem, and this can be achieved easily by changing a parameter in the input parameter file.

The Appendix provides basic information on obtaining, configuring, compiling, and running the **BSSN_PUGH** benchmark.

### V. Benchmarking Metrics and Issues

The **BSSN_PUGH** benchmark is an application benchmark that characterises single-processor performance and parallel scalability of a machine for an application class typical in the world of high-performance computing. These are two of the most important metrics for the Cactus user community. The other important metric — I/O performance — is not measured by this benchmark.

#### A. Single-Processor Performance

When porting a code to a new machine or evaluating a new architecture, single processor performance is one of the first investigations. The coarsest, and for procurement purposes the most important, metric is the wallclock time to complete a given simulation. This gives a realistic comparison of how different machines compare.

Wall clock time is directly related to the number of floating point operations performed and so another metric of the machine speed is the total number of floating point operations performed per second. This is often referred to as the FLOP rate and is measured in GFlop (Giga floating point operations per second).
point operations performed per second — Flop/sec. Another interesting metric is the ratio of the Flop/sec of the code and the processor’s theoretical peak performance. This provides an indication of whether the code could be restructured to make better use of the architecture-specific details, such as cache layout.

In general, the computation time is time spent performing floating point operations, memory access operations (load-store), and integer operations. Flop/sec is a measure of the first of these, however when optimising code it is essential to examine the other metrics, in particular load-store metrics such as cache hit ratio.

The BSSN_PUGH benchmark only provides wallclock time for the code as a whole and for routines provided by the components. However it is possible to use tools such as IPM [23] or PAPI [24] to determine other metrics.

B. Scalability

Scalability is usually discussed in terms of either weak or strong scaling. Weak scaling involves running in parallel with a constant problem size per processor — as the number of processors increases, the global problem size increases. Strong scaling involves running in parallel with a constant global problem size — as the number of processors increases, the local problem size decreases. With an infinite number of processors, the time to completion of a strong scaling problem will essentially be the communication time between the processors.

Both metrics of scalability are important for characterizing performance. Strong scaling information allows users to predict the cost-time benefits of using a larger number of processors for a given simulation. Weak-scaling information allows the user to decide the largest problem size (and hence highest accuracy simulation) which can be done.

Scaling is normally measured by its “efficiency” which measures how quickly a code would run if it had perfect scaling compared to how quickly it runs in practice. For strong scaling perfect scaling would give run times inversely proportional to the number of processors, i.e.,

$$E_S = T_1/nT_n$$

(1)

where $E_S$ is strong scaling efficiency, $T_1$ is the time to run on a single processor, $n$ is the number of processors and $T_n$ is the time to run on $n$ processors. For weak scaling the time to run on $n$ processors should be the same as on one processor, giving a weak scaling efficiency, $E_W$ of

$$E_W = T_1/T_n$$

(2)

In general efficiency is less than one, although in some rare cases, such as reducing the problem size on a processor such that more efficient use is made of the cache, it is possible to get efficiencies greater than one — “superlinear” speedup.

In the numerical relativity community scientists are generally interested in running the largest possible problem size, and thus the BSSN_PUGH benchmark is a formulated as weak scaling benchmark. An equivalent strong scaling benchmark is easy to produce by a small change to the parameter file.

VI. RESULTS AND ANALYSIS

This section presents the results of running the BSSN_PUGH benchmark on the machines described in Table I. These four machines have been chosen to provide a spread of processors, operating systems and parallel interconnects: Bassi is an IBM p575 Power 5 machines running the AIX operating system; Copper is an IBM pSeries p690 machine with Power 4 chips; Tungsten is an Intel Xeon based cluster running the Linux operating system and using the Myrinet interconnect between the cluster nodes; and Cobalt is an SGI Altix (Linux with patches to enable a large single system image) using Intel Itanium 2 processors and Infiniband. The table also includes the architecture details of the BG/L system at the IBM T.J.Watson research centre which was used for the scaling runs previously shown in Fig. 2.
A. Single-processor Performance

Fig. 3 and 4 show single-processor floating point performance of BSSN_PUGH on the different architectures. Fig. 3 shows the value in GFlops, which provides a comparison of different architectures, whereas Fig. 4 shows it as a percentage of the theoretical peak performance of the machine, which provides a measure of how efficiently the code is using the features of the processor and interconnect; a lower than normal number for this generally indicates that it may be possible to restructure code to make better use of the processor.

B. Scaling

Fig. 5 and 6 present the scaling efficiencies (as defined in Equation 2) for the benchmark for the 80 × 80 × 80 and 100 × 100 × 100 problem sizes respectively.

The worst scaling by far is seen in the Copper cluster, where there is dramatic fall-off of parallel efficiency and sharp changes when new processor communication pathways come into play due to the internal topology of the machine. The other machines are custom supercomputers and show a fairly slow drop in efficiency for the smaller problem size. Of the four machines presented here it is clear that Bassi — the IBM Power 5 system — is the most suited for running problems of this nature. None of the systems show the same level of scaling as the BGW — the BlueGene/L system at IBM T.J.Watson research centre — however this is somewhat offset by the greater memory per processor of these machines.

VII. CONCLUSION

The paper described the BSSN_PUGH benchmark, which provides performance and scaling efficiency for a real world scientific application in the field of numerical relativity. The benchmark uses the Cactus Framework, a popular parallel framework for a range of applications using high performance computing resources. BSSN_PUGH and other Cactus benchmarks are used extensively in studies of application performance and machine architectures. Performance and scaling results were presented and discussed on a range of architectures.
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APPENDIX

The BSSN_PUGH distribution can be downloaded from the Cactus website [3] where there are complete instructions on compiling and running the benchmark. This Appendix provides a brief overview of the compilation and
running procedure, however users are recommended to read the fuller description on the Cactus web pages.

1. Download the source code tarball from the Cactus web pages [3]. The current version (1.0) was distributed on 7th October 2005 and contains the complete source code required to build the benchmark and the two parameter files needed to run the benchmark: Bench_BSSN_PUGH_801.par and Bench_BSSN_PUGH_1001.par.

2. Extract the contents of the tarball, and move to the main Cactus directory.

3. Create a benchmark configuration. It is possible to compile Cactus configurations with different compiler flags and options, for example specifying different sets of thorns, or whether on not the executable will use MPI (that is, whether it will be suitable for a single processor or parallel machine). For a standard compilation for a single processor study, the command

   > gmake BSSN_PUGH_Single-config

will create a Cactus configuration using the correct set of thorns called BSSN_PUGH_Single. For configurations using specific compiler options or MPI refer to the Cactus web pages and User Guide [25].

4. Compile the configuration to create an executable.

   ./exe/cactus_BSSN_PUGH_Single

5. Run the benchmark. The benchmark is available in two sizes (80x80x80 or 100x100x100 problem size). To run for the chosen size use

   > ./exe/cactus_BSSN_PUGH_Single

   or

   > ./exe/cactus_BSSN_PUGH_Single

6. Extract the benchmark results from the standard output to screen. The results include the wall time usage and the usage (resource usage). The time used for benchmarking purposes is the wall clock time from the last line “Total time for simulation.”
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